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Tutorial Schedule

Coffee Break : Part IV: 45 min
20 min Learning from Crowds
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Use Cases

POSITIVE

Hi Erica. Your performance today was
just great. | was interested in the topic
of your speech, can you recommend
something to me.

Sentiment Analysis

Classifies text content into
3 classes — positive, negative,
and neutral.

GENERATED TEXT

As the sun sets, there are signs of the
rain coming down. In the middle of the

park, a tall wall of rainwater is coming
down from the ground on to the trees.

Multilingual Large
Transformer

GPT-3-like model classifies
and generates short texts
in 12 languages.
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AN

Congratulations!
You’ve won a $1,000 Walmart gift card.
Go to http://bit.ly/123456 to claim now

Spam Detection

Handles classic spam content
classification. Easily tuned to
your data streams.
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Optical Character
Recognition (OCR)

Extracts text from images
in more than 40 languages.

CLICKBAIT

This Is What Happens if You Stop
Worrying Too Much about SEO and 8
Fails That You Need to Know

Text Moderation

Detects problematic content like
spam, clickbait, hate speech, and
profanity.

Our goal is to help consumers and
businesses better navigate the online
and offline world. Since 1997, we have

Speech-to-Text

Captures text from audio content

in 13 different languages.

Image Moderation

Detects adult content, illegal
content, copyright infringement,
and other problematic images.

This is a good approach for this solution for...

| like this solution because the approach at...

SIMILARITY: 0.769609272480011

Semantic Similarity

Compares 2 texts based
on similarity in meaning.

... and more!
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Do You Trust Your Labels?

Question 3

It is often true that there is only one Did you experience any difficulties

correct label per task, but or any errors while using the

mobile application while working?
— crowd annotators are not experts

In your task or domain

— experts make mistakes, too A Yes X No

— user-generated content
might be fuzzy

This issue Is solved using consensus by
asking multiple different people.
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It's great if we have
multiple labels per object.
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...but now we need to do something
with these extra labels!
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How to Select the Label?

There is an obvious (but not always correct) way

— /Q\ Ham
Spam

/Q\ Ham
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How to Select the Label?

There is an obvious (but not always correct) way

Ham

Spam

Ham
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It Is called consensus, aggregation,
or truth inference problem.
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How Good is Majority Vote (MV)?

Method D_Product D_PosSent S_Rel S_Adult binaryl binary2

MV 0.897 0.932 0.536  0.763 0.931 0.936
Wawa 0.897 0.951 0.557 [ 0.766 | 0.981 0.983
DS 0.748 0.994  0.994
GLAD 0.928 0.948 0.511  0.760 0.994 0.994
KOS 0.895 0.933 — — 0.993 0.994
MACE 0.929 0.950 0.501  0.763
M-MSR — 0.937 0.425  0.751 0.994 0.994

Table 3: Comparison of the implemented categorical aggregation methods (accuracy is

used).
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Truth Inference Models

Majority Vote (MV) Wawa

N

7 labels are similar N

tasks are similar
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annotators are similar
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Dawid-Skene (DS)

labels are

tasks are similar

annotators are



Dawid-Skene (1979), an EM algorithm

The algorithm is initialized with MV; notation y;" means the label received from annotator w for task j

E step for true labels (Z;):

ZA[C] N p[C] HWEW]' eW[C' ij] =1 K
J o ka[k] Hwewj eW[k, ij] ‘ = 1, ...,

M step for error matrices of annotators (e"):

Z,<, Zilelé(y;” = k)

Wlc, k] =
[C ] 1Z]<] ][ ]6(3/] _CI)

M step for label priors (p):
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Example: Dawid-Skene (1979)

Annotator

Task Wi W W3 Wy W5
t, ham | spam spam | ham
t, spam | spam | spam | ham | ham
t, spam | ham | ham | spam | ham
t, spam | spam | spam | spam | spam
t: spam | ham | ham | ham | ham
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Example: Dawid-Skene (1979)

Annotator

Label

Task Wi W W3 Wy W5
t, ham | spam spam | ham
t, spam | spam | spam | ham | ham
t, spam | ham | ham | spam | ham
t, spam | spam | spam | spam | spam
t: spam | ham | ham | ham | ham

Task ham | spam
t, 0.15 | 0.85
t, 0.10 | 0.90
t, 0.99 | 0.01
t, 0.00 | 1.00
t: 1.00 | 0.00
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Some datasets, like ImageNet,
iInclude only aggregated labels,
not raw labels.
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The problem is way too popular,
there are so many methods

(Zheng et al., VLDB '17).
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https://www.vldb.org/pvldb/vol10/p541-zheng.pdf

One needs to choose the model
using the held-out dataset.
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However, it Is sufficient to use
MV on smaller datasets and
DS on larger datasets.
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...but aggregation does not take into
account the task content.



...but aggregation does not take into
account the task content.

What do we do?
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Suppose that our input is a text,
an image, or a video,
and the output is the class label.



Avoiding the Aggregation Step

It is possible to train (or fine-tune) the model
using the raw labels without aggregation!
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Deep Learning from Crowds

We usually train or fine-tune the pre-trained
backbone model that transforms our object as
a vector x, so our classification function is

MLP(Backbone(x))

However, if we will train only on the responses,
we will lose important information about
annotators and fasks!
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Can We Do Better?

CrowdLayer (Rodrigues & Pereira, AAAl "18) is a method that learns the confusion
matrix A,, of every annotator w.

The classification function becomes

AWMLP(BaCkbone(x))

Also, there are more complex methods:
SpeelLFC (Chen et al., [JCAI "20),
CoNAL (Chu et al., AAAl '21), etc.
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https://ojs.aaai.org/index.php/AAAI/article/view/11506/11365
https://www.ijcai.org/proceedings/2020/0210.pdf
https://ojs.aaai.org/index.php/AAAI/article/view/16730/16537

Can We Do Better?

CoNAL ( ) Is @ method that learns annotator-specific confusion
matrices A4,, and one common confusion matrix 4,.

The resulting prediction is a blending of two confusions where blending coefficient is a
scalar product of task x, and annotator features x,, .

The classification function is
aAWMLP(BaCkbone(xt)) + (1 — a)AgMLP(Backbone(xt))

a = sigmoid(x; - x,,)
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https://ojs.aaai.org/index.php/AAAI/article/view/11506/11365

It Works!

Dataset ¥ Backbone CoNAL CrowdLayer Base DS MYV

IMDDb LSTM 0.8344 0.825 0.830 0.841 0.819
IMDDb RoBERTa 0.932 0.928 0.927 | 0.932 ]0.927
CIFAR-10 VGG-16 0.825 0.363 0.882 | 0.877 0.865

Table 7: Comparison of different methods for deep learning from crowds with traditional
answer aggregation methods (test set accuracy is used).
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Training on raw labels allows to skip
the aggregation step, but it loses
information about the annotators.
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This approach works only if we can
represent our object as a vector
(so almost always).
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There are specialized models that
iIncorporate annotator information
to Increase the prediction quality.
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There are specialized models that
iIncorporate annotator information
to Increase the prediction quality.

Be careful about the assumptions!



...but | don’t want any formulas!
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Fair enough.
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Crowd-Kit

Crowd-Kit is a Python library that implements
popular quality control techniques for crowdsourcing:

— answer aggregation and learning from crowds

— quality and inter-annotator agreement metrics - -

— dataset loaders and transformers

https://github.com/Toloka/crowd-kit (Apache License 2.0)
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https://github.com/Toloka/crowd-kit

Dawid-Skene Aggregation

See more at

from crowdkit.datasets import load dataset
from crowdkit.aggregation import DawidSkene

df is a pd.DataFrame with categorical responses
gt 1s a pd.Series with ground truth answers
df, gt = load dataset('relevance-2')

ds 1s a Crowd-Kit implementation of the Dawid-Skene model
ds = DawidSkene(n iter=10)

agg 1s a pd.Series with objects and their categories
agg = ds.fit predict(df)
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https://github.com/Toloka/crowd-kit/blob/main/examples/TlkAgg-Categorical.ipynb

Crowd-Kit Evaluation

Method D_Product D_PosSent S _Rel S_Adult binaryl binary?2 Method Chen et al. (2013) IMDB-WIKI-SBS

MV 0.897 0.932 0.536 0.763 0.931 0.936 Bradley-Terry 0.246 0.737

Wawa 0.897 0.951 0.557 0.766 0.981 0.983 noisyBT 0.238 0.744

DS 0.940 0.960 0.615 0.748 0.994 0.994 Random -0.013 -0.001

GLAD 0.928 0.948 0.511 0.760 0.994 0.994

KOS 0.895 0.933 — — 0.993 0.994 Table 4: Comparison of implemented pairwise aggregation methods (Spearman’s p is used).
MACE 0.929 0.950 0.501 0.763 0.995 0.995

M-MSR — 0.937 0.425 0.751 0.994 0.994

Table 3: Comparison of the implemented categorical aggregation methods (accuracy is

used).
Dataset MV EM RASA
MS COCO 0.839 0.861 0.849
Table 6: Comparison of implemented image aggregation algorithms (IoU is used).
Dataset Version ROVER RASA HRRASA
J1 0.612 0.659 0.676
Crowd WSA T1 0.514 0.483 0.500
T2 0.524 0.498 0.520
dev-clean 0.676 0.750 0.745 Dataset = Backbone CoNAL CrowdLayer Base DS MYV
CrowdS h dev-other 0.132 0.142 0.142 IMDb LSTM 0.844 0.825 0.835 0.841 0.819
FOWASPeeC 4 ¢ clean 0.729 0.860 0.859 IMDb RoBERTa 0.932 0.928 0.927 0.932 0.927
test-other 0.134 0.157 0.157 CIFAR-10 VGG-16 0.825 0.863 0.882 0.877 0.865
Table 5: Comparison of implemented sequence aggregation methods (average word error Table 7: Comparison of different methods for deep learning from crowds with traditional
rate is used). answer aggregation methods (test set accuracy is used).
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