


Crowdsourcing for 
Information Retrieval
Tutorial at ECIR ‘23

Dmitry Ustalov, Natalia Fedorova, Nikita Pavlichenko,
Alisa Smirnova, Daniil Likhobaba



Part IV
Learning from Crowds

Dr. Dmitry Ustalov,
Head of Ecosystem Development Unit at Toloka



Tutorial Schedule

4

Coffee Break :
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Part V: 15 min
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Part IV: 45 min
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Part I Intro: 15 min
Introduction

Part II: 45 min
Crowdsourcing Essentials

Part III: 30 min
Hands-On Practice Session



… and more!

Use Cases



Do You Trust Your Labels?

It is often true that there is only one 
correct label per task, but

— crowd annotators are not experts
in your task or domain

— experts make mistakes, too

— user-generated content
might be fuzzy

This issue is solved using consensus by 
asking multiple different people.



It’s great if we have
multiple labels per object.



…but now we need to do something 
with these extra labels!



How to Select the Label?
There is an obvious (but not always correct) way

Spam

Ham

Ham
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It is called consensus, aggregation,
or truth inference problem.



How Good is Majority Vote (MV)?



Truth Inference Models

Majority Vote (MV) Wawa Dawid-Skene (DS)

labels are different

tasks are similar tasks are similar

annotators are similar annotators are different annotators are different

tasks are similar

labels are similarlabels are similar



Dawid-Skene (1979), an EM algorithm
The algorithm is initialized with MV; notation 𝑦!" means the label received from annotator 𝑤 for task 𝑗

E step for true labels (�̂�"):

�̂�! 𝑐 =
𝑝[𝑐]∏"∈$! 𝑒

"[𝑐, 𝑦!"]
∑% 𝑝 𝑘 ∏"∈$!

𝑒"[𝑘, 𝑦!"]
, 𝑐 = 1,… , 𝐾

M step for error matrices of annotators (𝑒#):

𝑒" 𝑐, 𝑘 =
∑!&' �̂�! 𝑐 𝛿(𝑦!" = 𝑘)

∑()*+ ∑!&' �̂�! 𝑐 𝛿(𝑦!" = 𝑞)
, 𝑘, 𝑐 = 1,… , 𝐾

M step for label priors (𝑝):

𝑝 𝑐 =
∑!&' �̂�![𝑐]

𝐽
, 𝑐 = 1,… , 𝐾



Example: Dawid-Skene (1979)

Annotator
Task w1 w2 w3 w4 w5

t1 ham spam spam ham

t2 spam spam spam ham ham

t3 spam ham ham spam ham

t4 spam spam spam spam spam

t5 spam ham ham ham ham



Example: Dawid-Skene (1979)

Annotator
Task w1 w2 w3 w4 w5

t1 ham spam spam ham

t2 spam spam spam ham ham

t3 spam ham ham spam ham

t4 spam spam spam spam spam

t5 spam ham ham ham ham

Label
Task ham spam

t1 0.15 0.85

t2 0.10 0.90

t3 0.99 0.01

t4 0.00 1.00

t5 1.00 0.00



Some datasets, like ImageNet,
include only aggregated labels,

not raw labels.



The problem is way too popular,
there are so many methods

(Zheng et al., VLDB ’17).

https://www.vldb.org/pvldb/vol10/p541-zheng.pdf


One needs to choose the model
using the held-out dataset.



However, it is sufficient to use
MV on smaller datasets and

DS on larger datasets.



…but aggregation does not take into 
account the task content.



…but aggregation does not take into 
account the task content.

What do we do?



Suppose that our input is a text,
an image, or a video,

and the output is the class label.



Avoiding the Aggregation Step

It is possible to train (or fine-tune) the model 
using the raw labels without aggregation!
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Deep Learning from Crowds

We usually train or fine-tune the pre-trained 
backbone model that transforms our object as 
a vector 𝒙, so our classification function is

MLP Backbone 𝒙

However, if we will train only on the responses, 
we will lose important information about 
annotators and tasks!



Can We Do Better?

CrowdLayer (Rodrigues & Pereira, AAAI ‘18) is a method that learns the confusion 
matrix 𝑨! of every annotator 𝑤.

The classification function becomes

𝑨!MLP Backbone 𝒙

Also, there are more complex methods:
SpeeLFC (Chen et al., IJCAI ‘20),
CoNAL (Chu et al., AAAI ‘21), etc.

https://ojs.aaai.org/index.php/AAAI/article/view/11506/11365
https://www.ijcai.org/proceedings/2020/0210.pdf
https://ojs.aaai.org/index.php/AAAI/article/view/16730/16537


Can We Do Better?

CoNAL (Chu et al., AAAI ‘21) is a method that learns annotator-specific confusion 
matrices 𝑨# and one common confusion matrix 𝑨$.

The resulting prediction is a blending of two confusions where blending coefficient is a 
scalar product of task 𝒙% and annotator features 𝒙#.

The classification function is

𝛼𝑨"MLP Backbone 𝒙, + 1 − 𝛼 𝑨-MLP Backbone 𝒙,
𝛼 = sigmoid(𝒙, ⋅ 𝒙")

https://ojs.aaai.org/index.php/AAAI/article/view/11506/11365


It Works!



Training on raw labels allows to skip 
the aggregation step, but it loses 

information about the annotators.



This approach works only if we can 
represent our object as a vector

(so almost always).



There are specialized models that 
incorporate annotator information
to increase the prediction quality.



There are specialized models that 
incorporate annotator information
to increase the prediction quality.

Be careful about the assumptions!



…but I don’t want any formulas!



Fair enough.



Crowd-Kit

Crowd-Kit is a Python library that implements
popular quality control techniques for crowdsourcing:

— answer aggregation and learning from crowds

— quality and inter-annotator agreement metrics

— dataset loaders and transformers

https://github.com/Toloka/crowd-kit (Apache License 2.0)

https://github.com/Toloka/crowd-kit


Dawid-Skene Aggregation

from crowdkit.datasets import load_dataset
from crowdkit.aggregation import DawidSkene

# df is a pd.DataFrame with categorical responses
# gt is a pd.Series with ground truth answers
df, gt = load_dataset('relevance-2')

# ds is a Crowd-Kit implementation of the Dawid-Skene model
ds = DawidSkene(n_iter=10)

# agg is a pd.Series with objects and their categories
agg = ds.fit_predict(df)

See more at https://github.com/Toloka/crowd-kit/blob/main/examples/TlkAgg-Categorical.ipynb

https://github.com/Toloka/crowd-kit/blob/main/examples/TlkAgg-Categorical.ipynb


Crowd-Kit Evaluation
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